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a b s t r a c t

The organic semiconductor dibenzo-tetrathiafulvalene (DBTTF) has presented different
polymorphs in solid packing, but the structure–property relationship is little clarified in
the literature which is important for the design of high-performance organic semiconduc-
tors. In this study, the charge transport in DBTTF crystals for the a phase and b phase is
investigated from the first-principles calculations and the Marcus charge transfer theory.
The one-, two- and three-dimensional mobilities are obtained simultaneously from a set
of identical trajectories with an improved random walk technique. It is found that the
a-phase crystal presents a smaller three-dimensional mobility than that in the b-phase
crystal although the mobility is much large along the c axis in the a-phase crystal. This
is attributed to that the electronic couplings are mainly confined within the c axis for
the a-DBTTF while the electronic couplings are more uniform in the three-dimensional
space for the b-DBTTF which thus provides more transport pathways for the charge trans-
port. As a result, the b-DBTTF may have a larger potential for practical applications in
organic electronics.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

A growing interest in organic field-effect transistors
(OFETs) has merged in past years due to their potential
applications to low-cost, large-area, and flexible devices
[1–3]. The carrier mobility, which is an important parame-
ter for estimating the performance of OFETs, has been im-
proved significantly over the past two decades [4]. The
highest OFETs mobilities have been reported for vacuum-
deposited crystalline films or single crystals of low-molec-
ular weight species and, in particular, pentacene-based
transistors have received special attention [5–7]. However,
. All rights reserved.
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the pentacene is not suitable for low-cost integrated circuit
technology because of its very low solubility in organic sol-
vents. Therefore, a large number of molecular materials
have been designed in recent years to achieve relatively
high carrier mobilities in OFETs [8].

Tetrathiafulvalene (TTF) derivatives have been shown
to be one kind of prospective organic materials for practi-
cal applications in OFETs [9] because of the following
two advantages: (i) they are obtained in simple synthetic
procedures to allow for the easy attainment of substituted
or modified TTF molecules; and (ii) their processability is
advantageous because of their good solubility in common
organic solvents. Furthermore, the mobilities in TTF deriv-
atives have been comparable to those of conventional
amorphous silicon FETs [10]. For example, Mas-Torrent et
al. have reported high mobilities of 1.4 cm2 V�1 s�1 using
dithiophene-TTF in a single-crystal OFET processed from
solutions [11]. Naraso et al. have achieved a mobility of

http://dx.doi.org/10.1016/j.orgel.2012.03.033
mailto:gjnan@hit.edu.cn
mailto:zeshengli@hit.edu.cn   
http://dx.doi.org/10.1016/j.orgel.2012.03.033
http://www.sciencedirect.com/science/journal/15661199
http://www.elsevier.com/locate/orgel


Fig. 1. Molecular structure of dibenzo-tetrathiafulvalene (DBTTF).

Fig. 2. Sketch of the potential energy surfaces for the neutral and cationic
states, showing the vertical transitions (dashed lines), the normal mode
displacement (DQ) and the relaxation energies (kð1Þ and kð2Þ).
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0.42 cm2 V�1 s�1 in an evaporated-film OFET using naph-
thalene-fused TTF [12]. Takahashi et al. have even per-
formed a field-effect mobility exceeding 10 cm2 V�1 s�1

in a single-crystal OFET of hexamethylene-TTF [13]. Among
the TTF-based transistors, dibenzo-TTF (DBTTF) (see Fig. 1)
is a well investigated material and high mobility values,
1.0 cm2 V�1 s�1 for a single crystal and 0.55 cm2 V�1 s�1

for a thin film, have been reported [14,15]. It is noted that
the crystal structure of DBTTF in Ref. [14,15] corresponds
to the a-phase crystal structure in Ref. [16] where different
polymorphic crystal structures of DBTTF have been exhib-
ited. Recently, one more different herringbone phase has
been obtained from sublimation for DBTTF [17], which is
similar to the b-phase crystal structure in Ref. [16]. It can
be observed that the a-phase crystal structure of DBTTF
has a layer-by-layer packing of planar p-conjugated
molecules while the b-phase crystal structure present a
non-layered three-dimensional (3D) stack of the planar
p-conjugated molecules [16]. The molecular packing is
much different for the two crystal structures. It is now
widely recognized that the mobility of OFETs is determined
primarily by the molecular packing motifs that are respon-
sible for intermolecular p–p overlaps within the channel
layers [18,19] such as for pentacene [20] and rubrene [5].
However, a packing motif of non-layered 3D structure also
presents much large mobilities such as for the hexamethyl-
ene-TTF [13]. Therefore, it is attractive to clarify the struc-
ture–property relationships of the a- and b-DBTTF for
better understanding the carrier transport in OFETs.

The paper is arranged as follows: In Section 2, the the-
oretic methodology is described to calculate the charge
transfer rates and to simulate the charge mobility for the
a-phase and b-phase crystal structures of DBTTF. In Section
3, the numerical results and discussion are displayed. The
conclusion is drawn in Section 4.

2. Theoretic methodology

2.1. Charge transfer rate

In almost all p-conjugated organic materials, the molec-
ular scale charge transport at room temperature occurs via
a thermally activated hopping type mechanism [21–24]
since dynamical structural disorder strongly localizes the
charge at high temperature [25,26] and invalidates the
band type mechanism [27]. To describe such an incoherent
hopping mechanism, the semiclassical Marcus theory is
widely used in the literature [28]:

W ¼ V2

�h
p

kkBT

� �1=2

exp � k
4kBT

� �
; ð1Þ
where V is the transfer integral (electronic coupling)
between the donor and acceptor, k is the reorganization en-
ergy, kB is the Boltzmann constant and T is the temperature.

The reorganization energy mainly includes the struc-
tural modification of the molecules and the surrounding
mediums due to polarization effects, upon going from the
neutral to the charged state and vice versa. Since the nucle-
ar polarization contribution is expected to be significantly
smaller than the intramolecular contribution [29], the
present paper only considers the reorganization energy
from the intramolecular structural modification which is
the sum of two relaxation energy terms [30,31]:

k ¼ kð1Þ þ kð2Þ: ð2Þ

For hole transport, the term kð1Þ is the difference be-
tween the energies of the neutral molecule in its optimized
geometry and in the optimized cationic geometry, and the
term kð2Þ is the difference between the energies of the cat-
ionic molecule in its optimized geometry and in the opti-
mized neutral geometry, as shown in Fig. 2. The k terms
are evaluated in two ways: (i) directly from the adiabatic
potential-energy surfaces of the neutral and cationic states
[32–34] and (ii) from the normal-mode analysis through
DUSHIN program [35] which provides the partition of the
total relaxation energy into the contributions from each
vibrational mode:

k ¼
X

i

ki ¼
X

i

�hxiSi; ð3Þ

ki ¼
ki

2
DQ2

i : ð4Þ
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Here, the summations run over all vibrational normal
modes. DQ i represents the displacement along the normal
mode (NM) i between the equilibrium geometries of the
neutral and cationic molecules in Fig. 2, Si denotes the
Huang–Rhys factor measuring charge-phonon coupling
strength, ki and xi represent the corresponding force
constant and vibrational frequency. In this study, the reor-
ganization energies from the AP and NM methods are per-
formed using the density functional theory (DFT) with the
B3LYP functional and 6–31 + G⁄⁄ basis set from the Gauss-
ian 03 program package [36].

The transfer integrals are usually evaluated for the near-
est-neighbor molecules [37], so the single crystal structure
of a- and b-DBTTF in Fig. 3 is used to generate all possible
intermolecular hopping pathways. Various computational
techniques have been developed to obtain the intermolecu-
lar electronic couplings [25,38–46], among which the site
energy correction (SEC) method [45] has been shown to
be reliable [47] and is used here to calculate the transfer
integrals. For hole transport, the highest occupied molecu-
lar orbitals (HOMOs) of two isolated neutral monomers
are used to construct charge localized states. The Kohn–
Sham equations are then used to construct the orbitals of
the dimer which are the linear combinations of the molec-
ular orbitals of both monomers. Since the monomer orbitals
are nonorthogonal, an orthonormal basis set is obtained by
means of Löwdin’s symmetric transformation. The transfer
integral V is finally expressed as:

V ¼
h12 � 1

2 ðe1 þ e2ÞS12

1� S2
12

: ð5Þ

Here, ei ¼ Uih jH Uij i (i = 1, 2), h12 ¼ U1h jH U2j i, and S12 ¼
U1h jS U2j i, where U1 and U2 are the HOMOs of the two

monomers in the dimer, H and S are the dimer Hamiltonian
and the overlap matrix, respectively. In this study, the
transfer integrals are evaluated at the DFT level using
Fig. 3. Crystal structures of DBTTF: (a) the unit cell o
PW91PW91 functional and a b-31G⁄ basis set with the
Gaussian 03 program package [36]. After the reorganiza-
tion energies and transfer integrals have been obtained
from the above description, the charge transfer rates can
be calculated with Eq. (1).

2.2. Charge mobility from random walk simulations

Given the charge transfer rates, the charge mobility is
often evaluated by assuming a Brownian motion of the
charge carriers in the absence of applied electric fields
and using the Einstein relation [48,49]:

l ¼ e
kBT

D; ð6Þ

where e is the electron charge, kB is the Boltzmann con-
stant, T is the temperature, and D is the diffusion coeffi-
cient which is defined as the ratio between the mean-
square displacement (MSD) r2 and the diffusion time t:

D ¼ 1
2n

lim
t!1

rðtÞ2

t
: ð7Þ

Here, n represents the transport dimension of carriers in
organic materials. Experiments have shown that the
charge transport in OFETs is mainly confined within the
first few layers of the organic semiconductors/insulator
interface [4,50,51], so the carrier is often believed to trans-
port in 2D molecular layers which are parallel to the organ-
ic semiconductors/insulator interface [26,52] and the
mobilities are obtained with n ¼ 2 in Eq. (7). However, it
has been noted recently that the inter-layer interactions
may have an obvious influence on the charge transport in
the 2D transport layer when the inter-layer interactions
are large enough [53], so the mobility should be simulated
from the 3D pathways with n ¼ 3 in Eq. (7) for such case.
Furthermore, the angular resolution anisotropic charge
f the a phase; (b) the unit cell of the b phase.
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transport has been performed in single-crystal OFETs
[5,54–56], which corresponds to the carrier mobilities with
n ¼ 1 in Eq. (7) along various orientation angles from a the-
oretic viewpoint. Therefore, comparing the mobilities of
different dimensions from theoretic simulation can pro-
mote the understanding of the charge transport in organic
materials. To perform this goal, one molecule from the
crystal structure is randomly chosen as the initial charge
center. The nearest-neighbor molecules around the center
molecule in 3D space are selected to construct the trans-
port pathways. The hopping rates for the charge at the cen-
tral molecule to all its neighbors are calculated with Eq. (1),
so the hopping probability for the charge to the ith neigh-
bor is pi ¼Wi=

P
jWj where the summation in the denom-

inator runs over all the pathways in the 3D space. Then a
random number r uniformly distributed between 0 and 1,
is generated to determine the transport pathway for each
hopping. If

Pk�1
i¼1 pi < r 6

Pk
i¼1pi, the charge is assumed to

propagate along the kth pathway. After determining the
next position for the charge carrier, the simulation time
is incremented by 1=

P
jWj [57] and the hopping distance

is taken to be the molecular center-center distance. The
simulation continues until the total simulation time is
achieved. Such simulations are repeated to get thousands
of independent charge diffusion trajectories until the
MSD reaches an approximately linear function of the sim-
ulation time. The diffusion coefficient for the 3D transport
can be then obtained from Eq. (7) with n ¼ 3. To obtain the
2D diffusion coefficient, the transport plane in which the
charge mobilities are required is chosen and the angle c be-
tween the plane and the transport distance from the initial
charge center to the final position can be known, so the
transport distance in the transport plane is projected from
the 3D transport distance as r cosðcÞ. Then the 2D diffusion
coefficient is written as:

D ¼ 1
2n

lim
t!1

rðtÞ2 cos2ðcÞ
t

; ð8Þ

with n ¼ 2. To further perform the angular resolution
anisotropic diffusion coefficient, the transport plane is
used as the reference and U is assumed to the orientation
angle of transport channel relative to the reference axis,
so the 1D transport distance in the plane is projected from
the 3D transport distance as r cosðcÞ cosðUÞ. Thus, the
anisotropic diffusion coefficient in the reference plane is
expressed as:

D ¼ 1
2n

lim
t!1

rðtÞ2 cos2ðcÞ cos2ðUÞ
t

; ð9Þ

with n ¼ 1. The carrier mobilities for 3D, 2D and 1D trans-
port can be finally evaluated from Eq. (6) with Eqs. (7)–(9),
respectively. From the above description, it can be seen
that the carrier mobilities for different dimensions are ob-
tained from a set of identical trajectories.
3. Results and discussion

Previous calculations have shown that the reorganiza-
tion energies from the AP and NM methods are close to
each other if the basis set is large enough [40,59], so the
comparison of the reorganization energies from both
methods can be used to judge whether the basis set is
proper. For the present DBTTF, the reorganization energy
for holes is calculated as 243.7 meV and 244.5 meV from
the AP and NM methods, respectively. The reorganization
energies from both methods are very close. This indicates
that the calculated reorganization energy is reliable with
the present basis set.

To better understand the electronic couplings, it is nec-
essary to discuss the differences between the crystal struc-
tures of DBTTF in the a and b phases [16]. For the a phase
in Fig. 3(a), the crystal structure is monoclinic and has two
centrosymmetric molecules per unit cell. The molecular
stack forms a herringbone structure in the b–-c plane with
the p–p overlap between consecutive molecules along the
c axis. As a result, the molecules form the heading-to-tail
packing along the a axis when one side of all the molecules
is denoted as heading and the other side is denoted as tail
along the long axis of molecules. For the b phase in
Fig. 3(b), the crystal has a monoclinic unit cell with four
molecules. While the herringbone motif is also shown in
the b–c plane, there is not p–p overlap any more between
consecutive molecules in the stacks along the c axis. The
adjacent molecules along the b axis have large displace-
ments along the long molecular axis, which leads to a
zig-zag chain along the b axis, so a packing motif of non-
layered 3D stack is observed in the b phase. Based on the
a- and b-phase crystal structures, fig. 4 presents 14
nearest-neighbor dimers which are used to construct the
transport pathways. The corresponding intermolecular
center-to-center distances and the transfer integrals are
collected in Table. 1. It can be seen that there are the larg-
est electronic couplings for the pathways 1 and 4 which
corresponds to the c axis in the a-phase crystal structure.
This is due to that the p–p overlap of the adjacent mole-
cules can lead to much strong intermolecular electronic
couplings [37]. Meanwhile, it is noted that the electronic
couplings of the dimers in different molecular layers are
much smaller than those in the molecular monolayers,
which is attributed to that there is little molecular orbital
overlap for the heading-to-tail stacks along the a axis.
However, the case is different for the b-phase crystal struc-
ture that the transfer integrals are close to each other for
the pathways 1–6, 9 and 10 which present the non-layered
3D stacks. Thus the electronic couplings are more uniform
in the 3D space for the b-phase crystal structure than those
for the a-phase crystal structure where the electronic cou-
plings are mainly confined within the c axis.

The charge transfer rates for each pathway are evalu-
ated with Eq. (1) using the reorganization energy from
the AP method and the transfer integrals in table 1. Then
the MSDs for n ¼ 1;2;3 are obtained from the random
walk simulation technique. In this study, 5000 random
walk trajectories are performed to achieve an approxi-
mately linear relationship between the MSD and the
simulation time. The MSDs for the 3D space are shown in
Fig. 5 as a function of simulation time. Since the MSDs
for 2D and 1D transport are different in different planes
and axes, respectively, fig. 5 also presents the MSDs for
the largest 2D and 1D transport. For the a phase, it can
be seen that the MSDs in the 3D space and 2D plane are



Fig. 4. The nearest-neighbor hopping pathways in DBTTF crystals: (a-1) and (a-2) for the a phase; (b-1) and (b-2) for the b phase.

Table 1
Intermolecular center-to-center distance d (in angstrom) and hole transfer
integral V (in meV) of the pathways in Fig. 4 for the a-phase and b-phase
DBTTF crystals.

Pathways a phase b phase

d V d V

1 3.95 47.81 4.99 -24.58
2 3.95 47.81 4.99 -24.58
3 7.55 4.84 7.69 8.75
4 7.55 4.84 7.69 8.75
5 7.55 4.84 9.53 5.36
6 7.55 4.84 9.53 5.36
7 11.44 -0.57 9.53 0.99
8 11.44 -0.57 9.53 0.97
9 11.44 -0.57 10.20 15.20
10 11.44 -0.57 10.20 15.20
11 14.62 2.65 14.48 0.47
12 14.62 2.65 14.48 0.47
13 15.15 0.29 15.15 -1.17
14 15.15 0.29 15.15 -1.17
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much close to each other, which shows that there is little
probability for the charge to hop between different molec-
ular layers and the charge transport mainly occurs in the
b–c plane. The 1D MSD along the c axis is slightly smaller
than the 2D MSD, so the charge transport in the b–c plane
mainly occurs along the c axis. However, the case is differ-
ent for the b phase that the MSD decreases obviously from
the 3D space to the 2D plane and from the 2D plane to the
1D axis, respectively. This shows that there are obvious
charge transports along any direction in the 3D space. To
better understand the charge transport, the carrier mobili-
ties are calculated from Eq. (6) for 3D, 2D and 1D transport.
Table 2 shows that the mobility in the a–b plane is much
smaller than the mobilities in the b–c and a–c planes for
the a phase. To distinguish the contribution of the 2D
mobilities from various transport channels, the angular
resolution anisotropic mobilities are shown in Fig. 6 for
the a phase. It can be seen that the mobilities are much
small along any direction except the direction of the c axis
which presents much large electronic couplings, so the
large mobilities in the b–c and a–c planes mainly come
from the contribution of the carrier transport along the c
axis. This is consistent with the 1D transport character of
the a phase from theoretic prediction [60] and is close to
the mobility from experiment [61]. The small 2D mobility



Fig. 5. The MSDs versus simulation time from average over 5000 random walk trajectories for the charge transport in 3D space, 2D plane and 1D axis: (a)
for the a phase; (b) for the b phase. Since the MSDs for 2D and 1D transport are different in different planes and axes, respectively, the largest MSDs for the
2D and 1D transport are shown here, respectively. For the a phase, the 2D MSD is for the b–c plane while the 1D MSD is for the c axis; for the b phase, the 2D
MSD is for the a–c plane while the 1D MSD is for the axis which has an angle of 140� with the reference axis c shown in Fig. 7(c).

Table 2
Hole mobilities (in cm2/Vs) of the 3D space and 2D planes with the
reorganization energy from the AP method for the a-phase and b-phase
DBTTF crystals.

a phase b phase

3D space 0.166 0.189
a–b plane 0.026 0.156
b–c plane 0.244 0.181
a–c plane 0.231 0.233
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in the a–b plane is due to the poor charge transport along
any direction in the plane. However, the 2D carrier
mobilities in Table 2 are close to each other in each plane
for the b-phase crystal structure. This is attributed to that
the more uniform electronic couplings are present in the
3D space, so a relatively balanced charge transport is
observed along any direction in each plane, which can be
seen from the angular resolution anisotropic mobilities in
Fig. 7. As a result, the 3D mobility of the a phase is smaller
than that of the b phase. Therefore, it is concluded that
the uniform electronic couplings in the b-phase crystal
are helpful to promote the charge transport in the 3D space
Fig. 6. Angular resolution anisotropic mobilities for hole transport in
although the 1D charge transport along any direction is
smaller than that along the c axis in the a-phase crystal.
It is generally accepted that the OFET mobilities are usually
large for the crystal structures with the layer-by-layer
packing such as for pentacene [6] and rubrene [5] because
there are much large intermolecular p–p overlaps in the
molecular monolayers which can lead to strong electronic
couplings. The present calculations show that the non-lay-
ered 3D stacks are also advisable to perform large OFET
mobilities if intermolecular p–p overlaps are decreased
to a certain extent along some pathways in the molecular
layers and instead the electronic couplings are increased
for the adjacent molecular layers. Recently, a mobility
exceeding 10 cm2 V�1 s�1 has been achieved in the
single-crystal OFET of hexamethylene-TTF [13] which has
a non-layered 3D stacks. It is interesting to note that the
mobility of hexamethylene-TTF is much larger than the
mobilities of the other TTF derivatives such as dithioph-
ene-TTF [11] and dinaphtho-TTF [12] where the layer-by-
layer packing is present. The variations of the mobilities
in these organic materials can be understood from the
present study although the further work is still required.
the a–b, b–c and a–c planes of the a-phase crystal structure.



Fig. 7. Angular resolution anisotropic mobilities for hole transport in the a–b, b–c and a–c planes of the b-phase crystal structure.
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4. Conclusion

The charge transport for DBTTF crystals in the a phase
and b phase is investigated by employing the first-princi-
ples DFT calculations and the Marcus charge transfer the-
ory. The random walk technique is developed to obtain the
carrier mobilities for the 3D, 2D and 1D transport with a
set of identical trajectories. It is found that the charge
transport along the c axis plays a dominant role for the
carrier mobilities in the a-phase crystal. This is attributed
to that the p–p overlap between consecutive molecules
along the c axis leads to strong electronic couplings which
are much larger than those along the other pathways. For
the b-phase crystal which presents the non-layered 3D
stacks, the electronic couplings are more uniform in the
3D space, so the charge transport is relatively balanced
along various directions although the mobility along any
direction is smaller than that along the c axis of the a
phase. Thus the 2D mobility of the b phase turns to be
close to those of the a phase in the b–c and a–c planes
and is obviously larger than that of the a phase in the a–
b plane. As a result, the b-phase crystal presents a larger
3D mobility than the a-phase crystal. Since the charge
transport in OFETs is mainly confined within the first
few layers of the organic semiconductors/insulator inter-
face [4,50,51] which corresponds to a quasi-3D structure
for charge transport, the b-phase DBTTF crystal may have
a larger potential for practical applications in organic elec-
tronics. At present, any measurement of carrier mobilities
for the b-DBTTF has not been performed as far as we
knows. Thus it is hoped that the present work can stimu-
late work in this direction.
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